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MODELS 
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Learning from data 

• Problem: 

Given set of data samples: 

{(xi,yi) ε RdxR; i=1, …, N} 

Recover the unknown function 

f: Rd->R 

(or find a best approximation) 

 

• Supervised learning 

• Regression 

• Classification 

• Prediction  

• … 
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Regularization theory 

• Empirical risk minimization: 

• Find a solution f that minimizes H(f) = Σ (f(xi)-yi)
2, (i=1 ... N) 

• Generally ill-posed problem 

• Choose a solution according to a priori knowledge 

• (what should f look like? – e.g. smooth, small oscilations,) 

• Regularization: 

• Add a stabilizer A(f): 

• H(f) = Σ (f(xi)-yi)
2+ γ A(f), , (i=1 ... N) 

• A(f) – based on Fourier transform divided by a kernel function 

• A(f) – defined by a norm on reproducing kernel Hilbert space (RKHS) 

• f(x) = Σ wi K(x-xi), for positive K, where (γ I - K) w = y 

 



NEURAL 

NETWORKS 
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Regularization networks 

• f can be represented by a 

feed-forward network with 

one hidden layer of units 

computing K 

• Function K is called basis or 

kernel function 

• choice of K represents our 

knowledge or assumption 

about the problem 

• choice of K is crucial for the 

generalization performance of 

the network 
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Regularization networks 

• Basic Algorithm: 

• 1. set the centers of kernel 

functions to the data points  

• 2. compute the output weights 

by solving linear system 

  ( γ I + K ) w = y  

• Pros: 

• easy, fast 

• Cons:  

• choice of γ  and K (and its 

parameters) is crucial for 

performance 

• … and it is data dependent:      

(no-free-lunch theorem) 

 



10 

Sum (combination) kernels 

• Aronszajn theory: RKHS is 

closed w.r.t. linear combination 

 K(x,y) = α K1(x,y) + β K2(x,y) 

• Each unit is composed of a two 

linearly combined kernels 

• More parameters to set 

• Possiblity to combine different 

kernel function 

• Possibility to retain detailed 

approximation while having 

good generalization 
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Product kernels 

• Aronzsajn: product of two 

RKHS is in RKHS 

K(x1x2,y1y2) = K1 (x1,y1).K2 (x2,y2) 

• Each unit has two kernel 

functions operating on different 

subsets of inputs 

• Heterogenous data: 

• Different properties of attributes 

• Processed by different kernels 

• Even more parameters (input 

split) 
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Simple learning 

1. Expert knows/miracle (statistics) happens: 

• Type of kernel function, pairs for combinations and products 

• The regularization parameter γ  

• For combination kernels, the parameters of combination 

• For product kernels, the input split into two subsets 

2. Then, solve a linear system 

OR 

1. Use tailored search algorithms to set the metaparameters  

• Such as evolutionary algorithm 

2. Combine it with the linear part of the algorithm 

 

 



EVOLUTIONARY 

ALGORITHMS 



14 

Evolutionary learning 

Population

New population

Selection

Crossover

Mutation
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Evolutionary learning 

• Population based search heuristics 

• Prone to local optima  

• Suitable for search of heterogeneous spaces/problems 

• Does not require additional information such as gradients 

• Encoding of metaparameters of kernel networks 

• Floating point parameters together with binary input splits and 

integer indices of kernel types 

• Standard operations of arithmetic crossover for floats, one point 

crossover for discrete variables, and mutations 

• Selection based on cross-validated performance of the fully-

trained model  



EXPERIMENTS 
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Data 

• The dataset contain tens of thousands measurements of gas 

multi-sensor MOX array devices recording concentrations of 

several gas pollutants. 

• Collocated with a conventional air pollution monitoring station that 

provides labels for the data.  

• The data are recorded in 1 hour intervals.  

• S. De Vito et al. 
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Preliminary experiments - overview 
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Preliminary experiments - CO 
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Preliminary experiments – NO2 
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Preliminary experiments - NOx 
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Experiment 2 – Training errors 
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Experiment 2 – Testing errors 
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Experiment 2 - example 



25 

Experiment 2 - CO 
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Experiment 2 – NO2 
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Experiment 2 - NOx 
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Experiment 2 - CO 
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Experiment 2 - CO 
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Experiment 2 - CO 
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Experiment 2 - CO 
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Experiment 2 - CO 
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Experiment 2 – NO2 



34 

Experiment 2 – NO2 
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Experiment 2 – NO2 
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Experiment 2 – NO2 
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Experiment 2 – NO2 
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Experiment 2 – NOx 
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Experiment 2 – NOx 
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Experiment 2 – NOx 



41 

Experiment 2 – NOx 
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Experiment 2 – NOx 

 



WHAT WORKED? 
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Conclusions 

 

• Modeling with kernel networks works well for sensor data 

• The evolutionary search for parameters was able to find better 

models in comparison to ad-hoc/standard techniques 

• The resulting models are quite small and fast 



WHAT  

    QUITE 

        NOT? 
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Challenges 

• Missing data 

• Semi supervised learning (S. de Vito) 

• Surrogate models  

• Large data 

• Meta-learning takes long time 

• Preprocessing 

• Expert insight into data 

• Influence of factors like time of the year, … 

• Ensemble models 
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